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基于 serverless 平台的 MapReduce

• MapReduce
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MapReduce Introduction
MapReduce: Simplified Data Processing on Large Clusters (OSDI)

https://www.usenix.org/legacy/events/osdi04/tech/full_papers/dean/dean.pdf

MapReduce is a programming model and an associated implementation for processing and generating large data 
sets. Users specify a _map_ function that processes a key/value pair to generate a set of intermediate key/value 
pairs, and a _reduce_ function that merges all intermediate values associated with the same intermediate key. 
Many real world tasks are expressible in this model, as shown in the paper.

Programs written in this functional style are automatically parallelized and executed on a large cluster of 
commodity machines. The run-time system takes care of the details of partitioning the input data, scheduling the 
program's execution across a set of machines, handling machine failures, and managing the required inter-
machine communication. This allows programmers without any experience with parallel and distributed systems to 
easily utilize the resources of a large distributed system.

Our implementation of MapReduce runs on a large cluster of commodity machines and is highly scalable: a typical 
MapReduce computation processes many terabytes of data on thousands of machines. Programmers find the 
system easy to use: hundreds of MapReduce programs have been implemented and upwards of one thousand 
MapReduce jobs are executed on Google's clusters every day.

https://www.usenix.org/legacy/events/osdi04/tech/full_papers/dean/dean.pdf


MapReduce Framework



Programming Model



Requirements
Implement a map-reduce framework to handle word frequency task.

How many map and reduce functions do you set? How do they affect the completion time?

Can you make a summary of the function execution time and communication time ratio?

What is the memory consumption of each function?

How the memory/cpu parameter influences the execution time?

• Design an automatic algorithm to find the minimal cost: 贝叶斯优化、机器学习、启发式算法



基于 serverless 平台的高维矩阵运算

请在此输入文字说明
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矩阵运算
Matrix multiplication



矩阵计算
Convolution / Pooling



Programming Model



Requirements
Implement a matrix multiplication and convolution framework.

How many worker functions do you set? How do they affect the completion time?

Can you make a summary of the function execution time and communication time ratio?

What is the memory consumption of each function?

How the memory/cpu parameter influences the execution time?



基于 serverless 平台的分布式机器学习训练

请在此输入文字说明
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Parameter Server
Scaling Distributed Machine Learning with the Parameter Server

https://www.usenix.org/system/files/conference/osdi14/osdi14-paper-li_mu.pdf

We propose a parameter server framework for distributed machine learning problems. Both data and 
workloads are distributed over worker nodes, while the server nodes maintain globally shared 
parameters, represented as dense or sparse vectors and matrices. The framework manages 
asynchronous data communication between nodes, and supports flexible consistency models, elastic 
scalability, and continuous fault tolerance.

To demonstrate the scalability of the proposed framework, we show experimental results on petabytes 
of real data with billions of examples and parameters on problems ranging from Sparse Logistic 
Regression to Latent Dirichlet Allocation and Distributed Sketching.

https://www.usenix.org/system/files/conference/osdi14/osdi14-paper-li_mu.pdf


Framework



Serverless Framework
https://arxiv.org/abs/2105.07806



Requirements
Implement a serverless distributed training framework.

How many worker functions do you set? How do they affect the completion time?

Can you make a summary of the function execution time and communication time ratio?

What is the memory consumption of each function?

How the memory/cpu parameter influences the execution time?



基于serverless平台的机器学习推理任务

请在此输入文字说明

05



Configure memory size to compare performance

Add more workloads to observe the scaling

ML Inference



Gillis: Serving Large Neural Networks in Serverless Functions with 
Automatic Model Partitioning

The increased use of deep neural networks has stimulated the growing demand for cloud-
based model serving platforms. Serverless computing offers a simplified solution: users 
deploy models as serverless functions and let the platform handle provisioning and scaling. 
However, serverless functions have constrained resources in CPU and memory, making 
them inefficient or infeasible to serve large neural networks-which have become 
increasingly popular. In this paper, we present Gillis, a serverless-based model serving 
system that automatically partitions a large model across multiple serverless functions for 
faster inference and reduced memory footprint per function. Gillis employs two novel model 
partitioning algorithms that respectively achieve latency-optimal serving and cost-optimal 
serving with SLO compliance. We have implemented Gillis on three serverless platforms-
AWS Lambda, Google Cloud Functions, and KNIX-with MXNet as the serving backend. 
Experimental evaluations against popular models show that Gillis supports serving very 
large neural networks, reduces the inference latency substantially, and meets various SLOs 
with a low serving cost.



Requirements
Implement a serverless distributed inference framework.

How many worker functions do you set? How do they affect the completion time?

Can you make a summary of the function execution time and communication time ratio?

What is the memory consumption of each function?

How the memory/cpu parameter influences the execution time?

1. 环境配置的问题

2. 选择合适的模型：ResNet、GoogleNet、XXX；大语言模型：GPT-2

3. 模型分割。

4. 并发测试。



Q&A



OpenWhisk



wsk action



wsk action create



wsk action invoke



wsk activation 



wsk activation list



wsk activation get 

success



wsk activation get

failure



基于容器的开发环境
Build Docker Image

Kind load docker-image

Create function with the specified image

Invoke the function



数据交互
export POD_NAME=$(kubectl get pods --namespace 
openwhisk -l "release=minio-1658640199" -o 
jsonpath="{.items[0].metadata.name}")

kubectl port-forward $POD_NAME 9000 --namespace 
openwhisk

IP: 127.0.0.1:9000 (out of cluster) / 10.96.136.135:9000

Access key: AKIAIOSFODNN7EXAMPLE

Secret key: 
wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

MinIO



数据交互



总结
OpenWhisk

Wsk action

• Create

• Invoke

Wsk activation

• List

• Get

基于容器的开发环境

数据交互

MinIO


